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A systems engineering approach, called CONOPS Simulation, which combines integrated 

architecture development, discrete event simulation, and graphical visualization into a fully 

traceable simulation is presented in this paper.  This approach allows analysis of 

architectural alternatives and is also an effective communication tool for describing concepts 

of operations to an audience of various backgrounds and discipline expertise.  Details of the 

process for developing a CONOPS Simulation are discussed, including the architectural 

diagrams required, translation of the architecture to a discrete event simulation engine, and 

different types of real-time visualizations that can be incorporated into the simulation.  To 

further help in understanding the approach, a case study is given demonstrating the use and 

benefits of CONOPS Simulation to the NASA Mission Operations Directorate as a tool to 

explore new concepts and architectures for ground operations in support of human 

spaceflight. 

I. Introduction 

N January 14, 2004 U.S. President George W. Bush unveiled a new space policy for the nation entitled the 

Vision for Space Exploration
1
.   This vision established many notable tenets for the space program, including: 

completion of the International Space Station; retirement of the Space Transportation System (STS), better known as 

the Space Shuttle, by the end of 2010; implement a sustained and affordable human and robotic exploration program 

to explore the solar system and beyond; development of a new spacecraft that will initially service the space station 

by 2014, return astronauts to the moon by 2020, and allow the exploration of Mars and beyond.   The announcement 

of this vision prompted the National Aeronautics and Space Administration (NASA) to initiate a large-scale, system 

level study of how best to meet these new national goals.  This study, now officially referred to as the Exploration 

Systems Architecture Study
2
 (ESAS), formed the basis for the Constellation program.  At the end of 2005 the U.S. 

Congress, by passing the National Aeronautics and Space Administration Authorization Act of 2005
3
, formally 

established the legislative basis for NASA to conduct the programs necessary to attain the goals set forth in the 

Vision for Space Exploration.  

 

 “Today, NASA is moving forward with a new focus for the manned space program: to go out beyond Earth orbit 

for purposes of human exploration and scientific discovery.
4
” This statement, made by NASA Administrator 

Michael Griffin, encapsulates the requirement that a new fleet of spacecraft will need to be designed, developed, and 

operated to support the next generation of manned missions along with a redesign of the Mission Control Center 

System (MCCS) to support the new vehicles.  The design of this new MCCS is a very challenging problem due to 
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not only the complexity of the new spacecraft, but also the complexity of the missions that it will be expected to 

perform and the wide range of operations which it must support.  Traditional systems engineering approaches used 

to design the MCCS include the development of a set of requirements followed by the development of an 

architecture which is typically depicted as a set of static drawings defining system interfaces, operational and system 

functions, hardware, software, and data flow diagrams.  This architecture is critical to the long term success of the 

program and must meet the design requirements in addition to being practical so that it can be implemented to 

ensure mission success. The value of doing quality systems engineering on programs has been studied in detail by 

both NASA
5
 and the International Council on Systems Engineering

6
 (INCOSE). Their results, summarized in Fig. 1, 

clearly demonstrate the cost savings and schedule overrun dependence that doing or not doing good systems 

engineering has on a program. In light of this analysis it is imperative that the Constellation program, which is under 

both a tight schedule to minimize the United States’ human spaceflight gap and budgetary pressures, adopt good 

systems engineering practices.  In this paper a pilot systems engineering methodology for helping to analyze the 

Constellation Program’s static architecture for the MCCS is described along with the benefits of improving the 

systems engineering process as well as other lessons learned in its development.  This method, which we call 

CONOPS Simulation, promotes an integrated architecture design process that enhances documentation and allows 

for greater communication of the concept of operations and the system requirements.  CONOPS Simulation is an 

interconnected, interactive, simulation of the architecture to help identify potential system interface issues and 

requirements gaps early in the program life cycle. In a sense this method allows you to fly before you buy at the 

system design level.  

 

 
In this paper an overview of what CONOPS Simulation is and how one is developed is described first.  This is 

followed by a more detailed description of the various aspects of the development process including the integrated 

architecture development, dynamic simulation of the architecture, visualization of the concept of operations 

(CONOPS), and analysis of the architecture and its various alternatives. Finally, a case study using CONOPS 

Simulation involving the contingency voice communication link for the Orion vehicle during launch is given. 

II. CONOPS Simulation Overview and Development Process 

CONOPS Simulation provides a multi-perspective cooperative and dynamic simulation environment to evaluate 

architecture alternatives.  It also has the unique capability to directly execute the static integrated architecture 

diagrams, giving users a clear understanding of the candidate architecture’s dynamic behavior.  While evaluating the 

static architecture designs and operational plans, trade-offs between proposed systems are also examined and 

assessed, which may be used to support cost benefit analyses and quantitative acquisition decisions.  CONOPS 

Simulation provides a direct trace to the static architectural model, thus avoiding human interpretation (and 

misinterpretations) of those models in the simulation.  This facilitates simulation of the complex architectural 

constructs in the MCCS since those simulations are directly tied to the architectural definition model and provides 
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Figure 1. Quality Systems Engineering (SE) Effort reduces the probability of cost and schedule overruns.  

Source: SECOE 01-03 INCOSE2003 
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for unique insight into the dynamic behavior and interoperability of the architecture, which allows for in-depth 

engineering analyses.  The CONOPS Simulation can also be connected to physics based analysis tools, operator 

displays, performance views, and three-dimensional real world visualization engines to help communicate the 

concept of operations to a wide range of audiences. 

 

The main motivations in using CONOPS Simulation are for aid in architecture design involving many different 

interconnected and interdependent systems and for its ability to help communicate the different CONOPS with 

direct traceability back to the architecture.  It also allows for trade study analysis of candidate concepts and 

architectural alternatives, which can be both from a high level perspective, or can also be very detailed depending on 

the amount of information available about the various systems and subsystems being modeled. 

 

There are many other technical and non-technical benefits to a program that are derived from developing a 

CONOPS Simulation. The formulation of the architecture can help to drive out requirements for interfaces, system 

functionality, timelines, and resource utilization. The modeling of the various systems for the simulation can help in 

evaluating different algorithms, as well as requirements for operational hardware and software.  From a program 

management standpoint the demonstrations and visualizations of the CONOPS can help differentiate new 

architecture concepts to various stakeholders and customers.  Later in the program lifecycle as the CONOPS 

simulation is matured it can be used to demonstrate and communicate roles and responsibilities from the user 

perspective as well as provide aid in user training with human in the loop emulation. 

 

The development of a CONOPS Simulation can be broken down into three main steps and is depicted in Fig. 2. 

The first, building an integrated architecture and identifying the scenario of interest to be simulated, is described in 

more detail in Section III.  One of the outputs from the integrated architecture development is a consistent set of 

diagram documentation of the system; in our work this has been in the form of interactive HTML pages. The 

advantage of the electronic documentation is that it allows other engineers to access the architecture easily for both 

their own reference and for getting feedback from subject matter experts. The second step, detailed in Section IV, 

involves translating the architecture into a discrete event simulator for execution and populating the subsystems with 

algorithmic models
7
.  The translation is best done using an automated tool to ensure traceability between the 

simulation and the architecture. The final development step integrates physical world views, engineering 

performance views, operational displays, and/or user interfaces as required.  The various views developed in this 

step help to convey what is physically happening during the simulation and to provide the capability for user-in-the-

loop decisions to be made.  Different options for this step are described in Section V.  

III. Integrated Architecture Development 

As a testament to the value of an integrated architecture for technically advanced programs the U.S. Congress 

passed the Klinger-Cohen Act of 1996 (40 U.S.C. 1401(3)), also known as the Information Technology 

Management Reform Act.  The purpose of the act was to reform acquisition laws and information technology (IT) 

management of the Federal Government. It mandated that new IT acquisitions should be managed as an efficient 

business, requiring the use of a standardized architecture framework in all of its future acquisitions.  In response to 

this new legislation, the U.S. Department of Defense (DoD) developed what is today referred to as the Department 

of Defense Architecture Framework
8
, or DoDAF, and is based on the Zachman framework

9
.  CONOPS Simulation 

leverages the advantages of using an architectural standard like DoDAF; while NASA by law doesn’t have to 

comply with the DoDAF Standards there are similarities between most architectural styles that may be leveraged for 

simulation development.   To clarify what is meant by an architecture, the DoD Integrated Architecture Panel in 

1995, based on the IEEE standard 610.12, gave this definition
10

, “Architecture: the structure of components, their 

relationships, and the principles and guidelines governing their design and evolution over time.”  

 

An architecture describing a given enterprise or system is typically developed by a team of systems engineers 

and subject matter experts.  This team may not always have good insight into how a complex, interdependent system 

of systems will behave a priori and this is where a method such as CONOPS Simulation can help in analyzing 

architectural trade-offs. Key advantages in developing architecture products early in the development lifecycle 

include the ability to systematically study internal and external interfaces, helping to drive requirement 

development, and capability gaps can be identified in the system before it is built. Consistency and clarity are 

critical to developing a productive set of architecture views.  Both of these attributes are enhanced by using an 

integrated set of common definitions and data repositories. The development of an integrated architecture is 
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typically achieved through the use of an underlying database that contains system definitions, which may be reused 

throughout all of the different products.  This promotes a consistent set of interfaces and nomenclature while 

providing a traceable means for extracting the architectural information for performing simulations.  One other 

important note about integrated architectures is the fact that they may be used to generate other types of data because 

of the way that their data is stored in a centralized database.  For instance, this can be exploited to output 

architectural documentation in an easily accessible format such as HTML and can include interactive diagrams that 

are cross linked between different diagrams and even to requirements.  This type of documentation can be a very 

useful alternative to paper-based static diagrams which can fill many large binders for large systems.  This type of 

documentation is currently being evaluated by the NASA Johnson Space Center (JSC) Missions Operations 

Directorate (MOD) in the development of the Constellation MCCS architecture.  
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Figure 2. CONOPS Simulation provides a multi-perspective co-simulation that is directly traceable to the 

architecture. 
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A CONOPS Simulation can be derived from either an operational perspective or a systems perspective and 

requires at a minimum two separate types of architecture views.  The first of the two required views is a connectivity 

diagram.  In DoDAF this is either the OV-2 (operational view) or the SV-1 (system view).  An example of an SV-1 

connectivity diagram is shown in Fig. 3, and it graphically shows need-lines or communications links between either 

operational nodes or systems indicating information exchange. 

 
The second type of view is an event trace diagram, represented by either an OV-6c or SV-10c in DoDAF.  An 

example of a system event trace diagram is shown in Fig. 4 and contains swimlanes (drawn vertically in the 

example) for each operational node or system, and a time ordered depiction of information exchanges across the 

various swimlanes. The development of event trace diagrams usually depends on a specific scenario or operating 

conditions, and is the basis for the next step of the CONOPS Simulation development process. Furthermore, many 

different event trace diagrams may be required to handle different types of contingencies. 

 
There are a multitude of commercial off-the-shelf (COTS) options for integrated architecture development tool 

suites.  Deciding which one to use is greatly dependent on each project’s preferences and requirements.  A few of 

the more popular choices include: Telelogic’s Rhapsody
®
, Telelogic’s System Architect

®
, 3SL’s Cradle

®
, and 

Vitech’s CORE
®
. 
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Figure 4.  The System Event Trace Diagram provides a sequence of events for the specific scenario.  
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Figure 3.  The System Connectivity Diagram identifies links and interfaces between nodes or systems.  
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IV. Dynamic Execution and Simulation of the Integrated Architecture 

This step is one of the key differentiators of CONOPS Simulation from standard systems engineering practices 

and generally represents the bulk of the development effort depending on the maturity of the architecture.  This step 

consists of three main phases: translation of the architecture into a simulation engine, population of the algorithms in 

the simulation engine, and developing co-simulation interfaces as appropriate.  Typically, the simulation engine is a 

discrete-event simulator
11

 with the ability to perform many events in parallel.  This type of simulation is used 

because of the event driven nature of most concepts of operations. 

 

To ensure traceability to the architecture, a means of automating the translation of the architecture from the 

application in which it was developed or from its corresponding database to a simulator is highly recommended.  

This automation can be either a commercial product, a custom developed piece of software, or can be done using an 

architecture tool with an integrated simulation engine.  It should be noted that current architecture applications that 

have internal simulation capabilities are generally much less powerful and provide less flexibility than dedicated 

simulation applications. The translation should at least include the required operational nodes or system entities, 

their logical connectivity, node and entity hierarchies. The translation could also include parameters or model data to 

be used in the simulation for each node or entity. Once the translation is complete, the simulation engine should 

contain a shell representation of the architecture that is ready to be populated with the underlying models and 

algorithms. 

 

After the translation from architecture is completed, the initial level of fidelity of the simulation should be 

determined.  The level of fidelity can range between simple timing delays for a function to using real operational 

code and hardware in the loop co-simulation. The fidelity of the simulation can be easily increased as more data 

becomes available during the different design phases.  The main effort of this step is in implementing the 

functionality of each element in the simulation and the timing of when events are to occur.  In modeling the 

simulation elements, architectural variables can be included for doing trade study analysis and optimization studies.  

The event sequence diagrams can be very helpful in this step for both development and validation of the simulation. 

Not all of the data processing or algorithmic details need to be included in the discrete event simulator, but it is often 

very beneficial to co-simulate with other models or analytic applications to improve the model fidelity, and custom 

interfaces may be developed to include human decision making in the loop.  Another addition to the simulation in 

this step is a reoccurring event to update any visualization displays that are to be included; this event is generally 

independent of the rest of the simulation, but is useful for assuring that the time variable in the discrete event 

simulation is updated at desired intervals. This is needed because the discrete event simulator skips through time 

based on when events are scheduled to occur, which can lead to large jumps in time, causing the visualization 

displays to appear choppy and difficult to follow.  

 

Once the simulation model has been completed, it is considered to be an executable architecture because of its 

traceability back to the original architecture. The executable architecture can be used in different ways. It can be 

networked with the visualization and co-simulation tools for demonstrations, or it can be run in a batch mode for 

more in depth analytical studies. The analytical studies can be statistical in nature such as Monte Carlo methods or 

for trade space exploration depending on the type of variables that are implemented in the simulation. A few of the 

different visualization options are further examined in the next section.   

V. CONOPS Visualization 

Including visualization is the final step in developing CONOPS Simulation and can be a powerful way to 

communicate the concept of operations and key architectural components to a wide audience.  The reason it is so 

powerful is because it essentially brings a static architecture to life. Coupling the animated data flows in the discrete 

event simulator to a real world graphical representation can bring together engineers, management, and customers of 

various backgrounds and disciplines who may be comfortable looking at an architecture, a simulation, or maybe just 

one of the subsystems. With CONOPS Simulation, they now have the ability to understand where those disciplines 

interact within the enterprise in a graphical representation. This synergy can spark creative multidisciplinary 

discussions resulting in even better designs or help communicate particular problems; it is this context that the 

slogan, fly before you buy, is realized. 

 

The most common type of visualization used in CONOPS Simulation is a two or three-dimensional model of the 

various systems and their environment.  This modeling can be done using a custom or COTS analysis application 
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and provides a time synched physical representation of what is occurring as the architecture is executed.  Typically, 

the different visualizations are connected to the discrete event simulation through a network so that they may be 

displayed simultaneously.  Many other types of visualizations can also be included as highlighted in Fig. 2.  Event 

checklists that are updated to reflect completion of major events in the scenario are useful for increasing 

understanding of what events occur at a given time.  Dynamically updated analytical graphs can also help in 

comprehending the performance of the architecture through time. 

VI. Case Study: Launch/Ascent Contingency Voice 

During the launch of a manned spacecraft, communications between the crew and ground controllers at mission 

control are very important. Communications are especially important in the case of a vehicle failure requiring the 

ground to relay to the crew that they need to execute an abort.  Standard S-band communication links can experience 

loss of connectivity during launch due to many factors including the rocket exhaust plume and maneuvers that affect 

the spacecraft’s attitude. Therefore, NASA requires a contingency voice mode during the launch and ascent flight 

regimes.  The contingency voice uses a different frequency than the S-band communication link and has to be time-

synched with the S-band link such that they both arrive at the crew’s headset at the same time.  If the 

communication links are out of synch, it causes an echoing effect which can hinder the crew’s understanding of the 

communication transmissions. For Shuttle operations a UHF broadcast from ground stations along the East Coast of 

the United States is used for the dissimilar contingency voice.  These ground stations are set to be decommissioned 

by the time of the first manned Constellation program launch.  One alternative being looked at in a Constellation 

architecture trade study as a possible replacement for the contingency voice is the use of the Mobile User Objective 

System (MUOS), which is a Navy UHF communications satellite that is planned to be operational by 2010.  For this 

case study, a CONOPS Simulation is developed for studying the use of MUOS as the contingency voice for the 

Orion spacecraft (the systems involved in the scenario have been simplified for clarity).  

 

Following the CONOPS Simulation development process, the first step was to develop an integrated 

architecture, and the first views developed were the logical connectivity diagrams. The highest level diagram, given 

in Fig. 5, shows the high-level connections for the scenario between the Mission Control Center System (MCCS) 

and its external interfaces, which include the MUOS Satellite, Tracking and Data Relay Satellite System (TDRSS), 

Orion Crew Exploration Vehicle (CEV), and the Aries I Crew Launch Vehicle (CLV).  System interface diagrams 

were also created, where needed, particularly for the MCCS. 
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Figure 5.  Contingency Voice High-Level Systems Interface Diagram  
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Next, an event trace diagram was created for the scenario and is shown in Fig. 6.  The event sequence runs 

through an initial loopback of both communication systems to determine the time synch delay parameter followed 

by a check of the system and then voice transmissions.   

 
Translation of the architecture to the discrete event simulator was performed using a custom program written to 

work with our specific toolset choices.  This conversion translated the high-level interface diagram, and the child 

diagrams that included the respective subsystems.  Then, the behavior of each system and subsystem were added to 

the simulation model and consisted mainly of data routing logic and their associated latency timing parameters.  

 

A three-dimensional modeling and analysis tool was used for both visualization and for simulating the 

communications links.  The tool provided information, such as line of sight between the various systems as well as 

range and range rates. Two specific three-dimensional views were incorporated into the CONOPS Simulation to 

help the user or observer understand where the different systems are located in space, and how they are interrelated.  

The first view followed the vehicle while the second view showed the overall communications status.    
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Figure 6.  Contingency Voice Event Sequence Diagram 
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Execution of the CONOPS Simulation combined the animation of the discrete event simulator with the two 

three-dimensional views running simultaneously.  A rendition of this demonstration showing a data flow between 

subsystems of the MCCS being executed is given in Fig. 7. The CONOPS Simulation developed in this case study 

provided means of communicating the MUOS alternative for contingency voice, along with identification of key 

external interfaces, and the capability of analyzing time synchronization issues with the architected ground systems 

and dissimilar voice communication links.     

 

 

VII. Conclusion 

The development of a large-scale system is a daunting challenge in the face of time and budget constraints.  

Historically, it has been shown that when rigorous systems engineering approaches are applied to such programs, 

cost and schedule overruns can be better controlled. This paper presented a method, CONOPS Simulation, that 

combines traditional systems engineering approaches like integrated architectures, discrete event simulation, and 

visualization displays to help meet those challenges.   Key CONOPS Simulation benefits include the ability to 

analyze different architectural alternatives and to communicate concepts of operations to diverse audiences.   These 

benefits were demonstrated using a scenario from work done at NASA on a case study to analyze the contingency 

voice communications between ground controllers and the crew of the Orion spacecraft during the launch and ascent 

mission phases.  In conclusion, CONOPS Simulation is a unique simulation methodology that is traceable back to an 

integrated architecture, which can be helpful in credibly solving a variety of technical problems and in defending 

those solutions. 
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Figure 7.  Contingency Voice CONOPS Simulation Demo Displays 



 

 

American Institute of Aeronautics and Astronautics 
 

10 

Acknowledgments 

The authors would like to thank the following people for their help in preparing the examples and case study 

presented in this paper and for their feedback of draft versions of the manuscript: David McGill, Matt Crozier, Craig 

Coburn, Keith Everett, and Dan Littley. 

References 

 
1
 Bush, George W., President Bush Announces New Vision for Space Exploration Program, Speech presented at 

NASA Headquarters, Washington, D.C., 14 January 2004. 
2
 National Aeronautics and Space Administration, NASA’s Exploration Systems Architecture Study, NASA-TM-

2005-214062, November 2005. 
3
 United States, Cong. Senate. 109th Congress, 1st  Session.  S. 1281, National Aeronautics and Space 

Administration Authorization Act of 2005. 109th Congress. Congressional Bills, GPO Access. 30 Dec 2005 

<http://purl.access.gpo.gov/GPO/LPS68900t>. 
4
 Griffin, Michael, Why Explore Space?, Speech given 17 January 2007. 

<http://www1.nasa.gov/pdf/167331main_Griffin_why_explore_0116.pdf>. 
5
 Gruhl, W. Lessons Learned, Cost/Schedule Assessment Guide, Internal presentation, NASA Controller's Office, 

1992. 
6
 Honour, E.C. Understanding the Value of Systems Engineering, Proceedings of the INCOSE International 

Symposium, Toulouse, France, 2004. 
7
 Gano, S.E., Kim, H., Brown, D.E., Comparison of Three Surrogate Modeling Techniques: Datascape, Kriging, 

and Second Order Regression, Proceedings of the 11th AIAA/ISSMO Multidisciplinary Analysis and Optimization 

Conference, AIAA-2006-7048, Portsmouth, Virginia, Sept 6-8 2006. 
8
 U.S. Department of Defense, DoD Architecture Framework Version 1.5, Vol I: Definitions and Guidelines, 23 

April 2007, < http://www.defenselink.mil/cio-nii/docs/DoDAF_Volume_I.pdf> 
9
 Zachman, John A., A Framework for Information Systems Architecture, IBM Systems Journal, vol. 26, no. 3, 

1987. IBM Publication G321-5298. 
10

 U.S. Department of Defense, DoD Architecture Framework Version 1.5, Vol III: Product Descriptions, 23 

April 2007, <http://www.defenselink.mil/cio-nii/docs/DoDAF_Volume_II.pdf> 
11

 Banks, J., Carson, J. S. II, Nelson, B. L., and Nicol, D. M., Discrete-Event System Simulation, 3
rd

 ed., Prentice 

Hall, 2000. 


	Welcome Screen
	Plenary Sessions Presentations
	List of Attendees
	Photo Gallery
	Sponsors & Exhibitors
	Guide to Sponsors & Exhibitors
	Final Program
	Technical Papers
	25 Years of Tracking and Data Relay Satellite-1 Operations
	Flaherty, Roger
	Shinners, Donald
	Walker, Jon
	Zaleski, Ronald

	A Better Performance to INPE Satellite Control Software
	Carniello, Andreia
	Carniello, Adriana
	Ferreira, Mauricio
	Silva, José Demisio

	A Flexible Evolvable Architecture for Constellation Mission Systems User Applications
	Crocker, Alan
	Trimble, Jay

	A Flexible Spacecraft Operations Strategy for Complex Constraint Management
	Downing, Nicholas
	Thomas, Justin

	A Independent Software Verification and Validation Process for Space Applications
	Ambrosio, Ana
	Martins, Eliane
	Mattiello-Francisco, Fátima

	A Method for Building Spacecraft Operation Products
	Funyu, Toyoaki
	Harauchi, Satoshi
	Inaba, Noriyasu
	Kitamura, Misayo
	Kojima, Taizo

	A Model-Based Approach Centred on Operational Procedures for the Development of Reliable and Usable Ground Segment Systems
	Basnyat, Sandra
	Palanque, Philippe
	Poupart, Erwann

	A Multi-Mission Model for Spacecraft Flight Software Sustaining Engineering
	Calder, Alexander
	Naylor, Kristen

	A Piloted Orion Flight to a Near-Earth Object: A Feasibility Study
	Abell, Paul
	Adamo, Daniel
	Jones, Thomas
	Korsmeyer, David
	Landis, Rob

	A Proposal for Implementing Automation in Satellite Control Planning
	Ferreira, Maurício
	Silva, José
	Tominaga, Jun

	A Reference Architecture for Spacecraft Simulators
	Fritzen, Peter
	Lindman, N
	Pecchioli, Mauro
	Reggestad, Vemund
	Sebastiao, Nuno
	Spada, Mariella
	Williams, Adam

	A Reference Framework for Emergent Space Communication Architectures Oriented on Galactic Geography
	Khan, Javed
	Tahboub, Omar

	A Scenario-Based Process for Requirements Development: Application to Mission Operations Systems
	Bindschadler, Duane
	Boyles, Carole

	A Scheduling System for Small Ground Station Networks
	Rybysc, Miroslaw
	Schilling, Klaus
	Schmidt, Marco

	A Security Protocol for Space Link Communication
	Engel, Thomas
	Fischer, Daniel
	Krimgen, Michael

	A Single Unified Approach to Space Exploration
	Gallichon, Adam
	Gallichon, Alexander
	Laraqui, Saad

	A Software Modeling Approach Based on MDA for the Brazilian Satellite Launcher
	Burgareli, Luciana
	Ferreira, Mauricio
	Melnikoff, Selma

	A Toolkit for Cross-Support Transfer Services
	Doat, Yves
	Goetzelmann, Martin
	Hell, Wolfgang
	Lassere, François
	Pietras, John
	Pilgram, Martin
	Ray, Tim

	A Virtual Space System for Ground Data System Validation
	Götzelmann, Martin
	Laroque, Christian
	Pecchioli, Mauro
	Sebastiao, Nuno

	Acquisition Strategies for Service-Oriented Architected Spacecraft Command and Control Systems
	Chaudhri, Geraldine

	Adaptation of Modern Methods and Approaches of Development and Maintenance of Information System for Using in Space Missions
	Eismont, Natan
	Nazarov, Vladimir
	Nazirov, Ravil

	Adapting New Space System Designs Into Existing Ground Infrastructure
	Delgado, Hector
	McCleskey, Carey

	Aeolus Spacecraft Simulator: A Smooth Transition to Linux
	Guerrucci, Damiano
	Metelo, Filipe
	Rothwell, Derek

	Agents for Space Operations
	Molina, Miguel Angel
	Ocón, J.
	Rivero, Enrique
	Strippoli, L.

	AIM Autonomy Development - Long Term Care for a Deaf Spacecraft
	Fulmer, John
	McCabe, Deb
	Ryan, Sean
	Welch, Dave

	ALOS Mission Operation 2008 in JAXA
	Fujisawa, Tatsuya
	Miura, Satoko
	Tsuchiya, Mitsuhiro

	An Internal State Inference Service for Onboard Diagnosis, Prognosis and Contingency Planning Applications
	Ferreira, Maurício
	Kucinskis, Fabrício

	An Interplanetary and Interagency Network - Lander Communications at Mars
	Arnold, Bradford
	Edwards, Charles
	Fortune, Duncan
	Ilott, Peter
	Jones, Byron
	Keuneke, Matthew
	Kornfeld, Richard
	Moorhouse, Alan
	Ormston, Thomas
	Reboud, Olivier
	Schmitz, Peter
	Schulster, Jonathan

	An Ontology-Based Archive Information Model for the Planetary Science Community
	Crichton, Daniel
	Hughes, John
	Mattmann, Chris

	An Open Service Orientated Architecture for Space Operations
	James, Steven

	An Operational Viewpoint of Centralised vs. Remote Ground M&C at EUMETSAT
	Ahier, Matt
	Hermes, Martin
	Holmes, Andrew
	Marston, Kevin

	An XML-Based Administrative Message for LEO Earth Observation Satellites
	Damiano, Antimo
	Righetti, Pierluigi
	Soerensen, Anders

	Anomaly Tracking for Space Data Systems in an Ideal World
	Freihöfer, Jens
	Koller, Michael
	Schurig, Christian

	Applications of Intelligent Systems for Advanced Mission Operations
	Korsmeyer, David
	Smith, Ernest

	Architecture Study on Telemetry Coverage for Immediate Post-Separation Phase
	Cheung, Kar-Ming
	Fielhauer, Karl
	Kellogg, Kent
	Lee, Charles
	Stocklin, Frank
	Zillig, David

	Assessing the Effects of Environment on Identical Twins: The STEREO Mission Operations Assessment System
	Boie, Paul
	Dragonette, Richard

	At the Heart of the COROT Mission Operations
	Vandermarcq, Olivier

	Automated and Adaptive Mission Planning for Orbital Express
	Chouinard, Caroline
	Jones, Grailing
	Knight, Russell
	Koblick, Darin
	Tran, Daniel

	Automated Commanding for a Cassini Science Instrument
	Burke, Linda
	LaVallee, David
	Nylund, Stuart
	Turner, F.

	Automated Flight Dynamics Support to Earth Observations at ESA / ESOC
	Garcia Matatoros, Marco Antonio
	Marc, Xavier

	Automated Planning of Science Planetary Missions - Reality or Myth?
	Bornschlegl, Eric
	Niézette, Marc
	Steel, Robin

	Automated Regression Testing of Real-Time Software in a Heterogeneous Environment
	Blanchard, Paul
	Bloomfield, James
	CheVers, David

	Autonomy and Sensor Webs: The Evolution of Mission Operations
	Sherwood, Rob

	Auxiliary and Security Management for the Commercial Exploitation of the TerraSAR-X
	Herrmann, Christian
	Recher, Stephan

	Blowing Hot & Cold: Flight Operations for Thermal Control on Mars & Venus Express
	Bonnamy, Olivier
	Boué, Jerôme
	Darel, Anthony
	Denis, Michel
	Ecale, Eric
	Schulster, Jonathan
	Sousa, Bruno
	Sweeney, Mark
	van der Pols, Kees

	Building the Ground Data System for the Mars Science Laboratory (MSL) Project: Challenges and Opportunities
	Dehghani, Navid

	Can a LEGO Engineer Work at ESA/ESOC as a Data System Software Engineer?
	Peccia, Nestor

	Case Studies in Science Data Systems: Meeting Software Challenges in Competitive Environment
	Freeborn, Dana
	Kay-Im, Elizabeth
	LaVoie, Sue
	Woollard, David

	Cassini Information Management System in Distributed Operations Collaboration and Cassini Science Planning
	Equils, Douglas

	CCSDS SLE Services: Experience at the German Space Operations Center
	Furtuna, Ciprian
	Kachri, Zoubair
	Kruse, Wilfried

	CCSDS Spacecraft Monitoring & Control: Message Abstraction Layer
	Cooper, Sam
	Thompson, Roger

	Chandra X-Ray Observatory Long Term Flight Software Maintenance: Minimizing Overall Program Risk on an Evolving Spacecraft
	Jackson, Wallace
	Myers, F. Richard
	Shropshire, Daniel
	Viens, Paul

	Cluster Automation Initiative - Lessons Learned
	Accomazzo, Andrea
	Appel, Pontus
	Foley, Steve
	Fornarelli, David
	Heinen, Wolfgang

	Columbus Payload Data Handling
	Gosling, Austin
	Hummel, Jürgen
	Peinado, Osvaldo

	Comparison of Goal-Based Operations and Command Sequencing
	Amador, Arthur
	Dvorak, Daniel
	Starbird, Thomas

	Contingency Planning for Removal and Replacement of Critical Equipment During Stage Extra-Vehicular Activity
	Smith, L. Nicole
	Van Cise, Edward

	Control Room Design for the Provision of Operational Training
	Bru, Thierry
	Williams, Adam

	Cooperative Constellation Operations for Enhanced Earth Observing Data
	Case, Warren
	Guit, William
	Kelly, Angelita

	COSMO-SkyMed System Monitoring and Coordination Function (FMCS)
	Casonato, Gianni
	Covello, Fabio
	De Luca, Giuseppe Francesco
	Marano, Graziano
	Mezzasoma, Silvia
	Pietropaoli, Andrea
	Santellocco, Attilio
	Terlizzi, Marco

	Cost Effective One-Way Doppler Measurements Correction of NOAA Satellites Using GPS Dissemination
	Bindel, Daniel
	Qaise, Omar
	Theil, Stephan

	Data Mining Applications for Space Mission Operations System Health Monitoring
	Iverson, David

	Deep Impact Extended Mission Challenges for the Validation and Verification Test Program
	Holshouser, David
	Montanez, Leticia

	Deep Space Network Scheduling Using Multi-Objective Optimization with Uncertainty
	Johnston, Mark

	Delay-Throughput Performance of the Deep-Space Ka-Band Link
	Shambayati, Shervin

	Delay-Tolerant Networking for Space Flight Operations: Design and Development
	Burleigh, Scott

	DEMETER: Experience Feedback on Operations with an Autonomous Orbit Control Demonstrator
	Duchevet, Florence
	Lamy, Alain

	Design and Standardization of Low-Density Parity-Check Codes for Space Applications
	Andrews, Kenneth
	Divsalar, Dariush
	Dolinar, Sam
	Hamkins, Jon
	Pollara, Fabrizio

	Design of Ground Segment for Quasi-Zenith Satellite System
	Hase, Hidemi
	Miyamoto, Hiroyuki
	Sawabe, Mikio
	Takahashi, Tsutomu
	Terada, Koji
	Tokeshi, Koji
	Tsuruta, Takashi

	Developing a Fast and Flexible Offline Telemetry Processing System
	Schmidhuber, Michael
	Wacker, Heinz
	Wendler, Michael

	Developing a Mission Operations Trade Study Process for Constellation
	Hirshorn, Steven
	Kerr, Donald
	Streiffert, Barbara

	Developing a Scripting Capability Standard while Maintaining Interoperability with Existing Scripting Languages
	Blanchard, Paul
	Bloomfield, James
	CheVers, David

	Development of an Architecture of Sun-Synchronous Orbital Slots to Minimize Conjunctions
	Shortt, Kevin
	Weeden, Brian

	Development of Multi-Mode Integrated Transponder
	Awano, Johta
	Nakazato, Shozo
	Okamoto, Takashi
	Shirakura, Masashi
	Takata, Noboru
	Yajima, Masanobu
	Yoneda, Masayoshi

	Development of the SLE-SM Prototype
	Asama, Takashi
	Iida, Wataru
	Miyashita, Katsuji
	Yagi, Nobuhiro
	Yamada, Kazuaki

	DigiLog - An Electronic Logging System for Operations
	Baumgartner, Alexander
	Donati, Alessandro
	Martin, Sebastian
	Pantoquilho, Marta

	DSN Antenna Arraying; It's Past, It's Contributions to Spitzer Space Science Mission Objectives, and It's Future Promise
	Bliss, David
	Luong, Ivy

	DSN Performance Dashboards
	Liao, Jason
	Pham, Timothy

	DSN Support to Category-A Missions
	Cornish, Timothy
	Tai, Wallace

	Dynamic Routing for Delay-Tolerant Networking in Space Flight Operations
	Burleigh, Scott

	Dynamical Assignment of Priorities to Operations for Planning Multiple Satellite Control
	Cardoso, Luciana
	Carniello, Adriana
	Carniello, Andreia
	Ferreira, Maurício
	Silva, José Demisio

	Earth Sensor assembly tilt maneuver biasing technique for low earth orbiting satellites
	Neuenschwander, Joe
	SmithDearring, Rhapsody

	ECSS E-70-32 Test Platform features and applicability area
	Croce, Francesco
	Simonic, Ales

	EGOS Core Components
	Affaitati, Francesco
	Eggleston, James
	Haddow, Colin

	Enabling Autonomous Science for a Mars Rover
	Anderson, Robert
	Bornstein, Benjamin
	Castano, Rebecca
	Estlin, Tara
	Gaines, Daniel
	Gaines, Daniel
	Judd, Michele

	Enforce Illumination Constraints with Fake Ephemerides on Venus Express
	Gratadour, Jean-Baptiste
	Tanco, Ignacio

	Enhancement of Operational Capability for In-Fligt Eurostar E2000+ Spacecraft
	Cavignac, Axel
	Costes, Nicolas
	Trussardi, Pascal

	Envisat ASAR Interferometry Baseline Results of the Current Envisat Orbit Maintenance Strategy
	Kuijper, Dirk

	EOS Direct Broadcast Operations:  International Cooperation for Protecting the Earth
	Case, Warren
	Coronado, Patrick
	Dodge, James
	Hanka, Edward
	Kelly, Angelita

	ERS-2 Ground Segment and Operations Evolution
	Bozzi, Valeria
	Diekmann, Frank
	Emanuelli, Pier Paolo
	Gratadour, Jean-Baptiste
	Lengert, Wolfgang
	Lerch, Jens
	Mesples, Daniel
	Milligan, David

	ERSDEM-3: A Gigabit and Multi-channel Modem for Earth Observation
	Cowley, Bill
	Luppino, Ricky
	Mirza, Mark
	Ramamurthy, Balanchander
	Schoenmaker, Jasper
	van Duijn, Pieter

	ESA Telemetry and Telecommand System: SLE-FSP Service & Multi-User Capability
	di Giulio, Margherita

	ESA's Space Communication Architecture and Ground Station Evolution
	Bobrinksy, Nicolas
	Maldari, Paolo
	Mascaraque, Íñigo
	Schulz, Klaus-Jürgen
	Sessler, Gunther

	ESOC Ground Segments - The Future?
	Calzolari, Gian Paolo
	Haddow, Colin
	Navarro, Vicente
	Sebastiao, Nuno

	Europa Explorer Operational Scenarios Development
	Clark, Karla
	Lock, Robert
	Pappalardo, Robert

	Eutelsat-II F6/HB1 Re-orbiting and Decommissioning Operations
	Bellido, Eduardo
	Bonfiglioli, Gianni
	Chechik, Vladimir
	Rogers, Colin

	Evolution and Reengineering of NASA's Flight Dynamics Facility (FDF)
	Hoge, Susan
	Stengle, Thomas

	Evolution of the ECSS-E-70 Ground Segment and Operations Standards
	Diekmann, Frank
	Jones, Michael
	Merri, Mario
	Parkes, Andrew
	Valera, Serge

	Evolution of Validation Data Centres for Earth Observation Data Processing: Generic Environment for Cal/Val Analysis (GECA)
	Busswell, Geoff
	Koopman, Rob
	Pellegrini, Alberto
	Williams, Ivan

	Evolutionary Paths to Internationally-Standardized Space Internetworking
	Hooke, Adrian

	Experience Feedback for E2000 Reorbitation and Tank Passivation
	Bucknell, Stuart
	Colegrove, Alison
	Jallade, Sophie
	Walch Marcille, Nadine

	Experience with Reliable Multicast Data Streams in the EPS Core Ground Segment
	Dillen, Walter

	Factors which Limit the Value of Additional Redundancy in Human Rated Launch Vehicle Systems
	Anderson, Joel
	Hatfield, Spencer
	Kaltz, Gregory
	Ring, Robert
	Stott, James

	First European Experiences on a Distributed Setup: The Columbus Ground Segment
	Corsten, Constantin
	Yotova, Polina

	First GOES-13 Image Navigation & Registration Tests Confirm Improved Performance
	Carson, Christopher
	Gibbs, Bruce
	Offerman Newcomb, Holly
	Pirhalla, Renee
	Sayal, Chetan
	Wilkin, Paul

	Flight Software On-Call:  Maintenance Lesssons Learned Across Multiple Missions
	Balon, Kevin
	Krupiarz, Christopher
	Mirantes, M.
	Reid, W.
	Williams, Stephen
	Wilson, Daniel

	From Monitoring Camera to Mars Webcam - Producing Outreach from Ops
	Denis, Michel
	Ormston, Thomas
	Peschke, Sibylle
	Schulster, Jonathan

	From the EMS Concept to Operations: First Usage of Automated Planning and Scheduling at ESOC
	Beck, Thomas
	Calzolari, Gian Paolo
	Doat, Yves
	Dreihahn, Holger
	Niezette, Marc
	Unal, Martin

	Functional Architecting Techniques - Applications to Space Operations Design
	Fish, Jonathan
	Sichi, Stephen

	Galileo Constellation Operations Simulator
	Bodemann, Christian
	Irvine, Michael
	Pidgeon, Alastair
	Straw, Steven

	GEO Fleet Operations with a Multi-Mission Satellite Control Center
	Abad, Antonio
	López, José
	Molina, Angel
	Sánchez, Manuel
	Sansegundo, Manuel
	Santana, Jesus

	GMES Mission Capacity Planning Tool
	Castellani, Chiara
	Famoso, Ivan
	Galli, Luca
	Parrinello, Tommaso
	Zelli, Carlo

	GOES-13 Orbit and Attitude Determination Analysis
	Carr, James
	Gibbs, Bruce
	Sayal, Chetan
	Uetrecht, David

	GOES-13 Propulsion Modeling
	Gibbs, Bruce
	Sayal, Chetan
	Uetrecht, David

	GOES-I/M Yaw Momentum Anomaly Analysis and Recovery
	Endicter, Jess
	Markelov, Stanislav
	Tsui, Yo-Kung

	Ground Segment Integration: A Nightmare Turning Into a Sweet Dreams Thanks to CCSDS SM&C
	Merri, Mario
	Merrie, Mario

	Hazard Identification and Control
	Chamberlin, John

	How to Become a Certified Well Trained Flight Controller in ESA Manned Space Flight?
	Rosenbaum, Elvira
	von Kuhlmann, Bernd

	Human Centered Operations - Reduced Cost and Improved Performance for ESOC Missions
	Denis, Michel
	Ormston, Thomas
	Peschke, Sibylle
	Porta, Roberto
	Reboud, Olivier
	Schmitz, Peter
	Shaw, Martin

	Hybrid Simulation Technology: The Next Step in the Evolution of Spaceflight Simulations
	Nemeth, Scott

	Implementation of an Operational Ground Segment in an International and Multicultural Environment
	Williams, Gareth

	Improving Mission Operations Using Integrated Software Simulation and 3D Visualisation Tools
	Hebert, Arvil
	McKay, Jesse
	Perryman, Stuart

	Improving Security of Space Link Extension (SLE) Services
	Butkovic, Marko
	Doat, Yves
	Fischer, Alfred
	Goetzelmann, Martin
	Graff, Thomas
	Hell, Wolfgang
	Kroell, Christoph
	Ohmueller, Thomas
	di Giulio, Margherita

	Improving the Constellation Mission Control Center System Design Using Integrated Executable Architectures and Visualization
	Dockal, Ron
	Gano, Shawn
	Hunnicutt, Raymond
	Nelson, John

	In-Flight RF Validation of the ISS Proximity Communication Equipment
	Billig, Gerhard
	Lanucara, Marco
	Otto, Detlef

	Increasing the Cost-Efficiency of the DSN
	Berner, Jeff
	Statman, Joseph

	Infusing Stretch Goal Requirements Into the Constellation Program
	Galpin, Roger
	Ingoldsby, Kevin
	Lee, Young

	Innovating Public Private Partnership Technology for Commercial Financing
	Citron, Bob
	Kistler, Walter
	Taylor, Thomas

	Integral Spectrometer: Highlights of Five Years of Operations
	Cordero, Federico
	Fahmy, Salma
	Roques, Jean-Pierre
	Schmidt, Michael

	Integrated Network Architecture for NASA's Orion Missions
	Bhasin, Kul
	Hayden, Jeffrey
	Hudiburg, John
	Miller, Ron
	Sartwell, Tom

	Integrated Performance of Next Generation High Data Rate Receiver and AR4JA LDPC Codec for Space Communications
	Andrews, Kenneth
	Cheng, Michael
	Lee, Dennis
	Lyubarev, Mark
	Nakashima, Michael

	Integration of Spacecraft Telemetry Into Navigation Operations for the Cassini-Huygens Mission
	Antreasian, Peter
	Ardalan, Shadan
	Criddle, Kevin
	Ionasescu, Rodica
	Jacobson, R.
	Jones, Jeremy
	MacKenzie, R.
	Parcher, Daniel
	Pelletier, Frederic
	Roth, Duane
	Thompson, Paul
	Vaughan, Andrew

	Integration of the EPS Core Ground Segment into EUMETSAT's Common Operational Infrastructure
	Dillmann, Martin

	Interfacing Space Network Communications and Navigation Network Simulation with Distributed System Integration Laboratories (DSIL)
	Jennings, Esther
	Nguyen, Sam
	Wang, Shin-Ywan
	Woo, Simon

	Internet-Based Ground Stations Networks for Pico Satellites
	Schilling, Klaus
	Schmidt, Marco

	Issues and Problems in test & Operations Language Translation
	Cater, Jim
	Mens, Kim
	Ordoñez Camacho, Diego
	Quigley, David

	Joint Scheduling of Heterogeneous Earth Observing Satellites for Different Stakeholders
	Tan, Yuejin
	Wang, Pei

	Key Management for CCSDS Compliant Space Missions
	Engel, Thomas
	Fischer, Daniel
	Merri, Mario

	Knowledge Management in ESA/ESOC
	Armuzzi, Gino
	Belingheri, M.
	Merri, Mario
	Montagnon, E.
	Mugellesi Dow, Roberta
	Pallaschke, Siegmar
	Schabe, M.

	Landsat-5 Transition A Cost Effective Approach to Re-Locating a Mission Operation Center
	Collier, Tegan
	Lonigro, Richard

	Lessons Learned from an Onboard ECSS PUS Object-Oriented Implementation
	Alonso, José Damião
	Arias, Ronaldo
	Kucinskis, Fabrício

	Lessons Learned from Safe Modes on ESA's Interplanetary Missions: Mars Express, Venus Express and Rosetta
	Accomazzo, Andrea
	Camino, Octavio
	Denis, Michel
	Jayaraman, Pattam
	Shaw, Martin

	Lessons Learned from the Near Earth Networks Services Contract
	McCarthy, Kevin
	Probert, Todd
	Stengle, Janis

	Lights Out Operations of a Space,Ground, Sensorweb
	Cappelaene, Patrice
	Castano, Rebecca
	Chao, Yi
	Chien, Steve
	Cichy, Benjamin
	Davies, Ashley
	Doubleday, Joshua
	Frye, Stuart
	Johnston, Mark
	Kedar, Sharon
	Kyle, Philippe
	LaHusen, Rick
	Mandl, Dan
	Pieri, David
	Rabideau, Gregg
	Scarenbroich, Lucas
	Song, Wenzhan
	Tran, Daniel

	Linking and Combining Distributed Operations Facilities Using NASA's "GMSEC" Systems Architecture
	Esper, Jaime
	Grubb, Thomas
	Smith, Dan

	Lunar Logistics and Commercial Communications
	Citron, Bob
	Kistler, Walter
	Taylor, Thomas

	Lunar Mission Operations - Global Cooperation
	Cummings, Tom

	Management and Shift Planning of the COL-CC Flight Control Team for Continuous Columbus Operations
	Hadler, Heinz
	Sabath, Dieter

	Managing the Integration of Flight Control Teams Considering INTEGRAL and XMM-Newton Missions
	Heger, D.
	Schmidt, Michael

	Mars Interoperability 2008-2015: Options for Relay Orbiter Support to Mars Bound Assets
	Greenberg, Edward
	Kazz, Greg

	Mars Reconnaissance Orbiter Aerobraking Navigation Operation
	Bhat, Ramachand
	Demcak, Stuart
	Graat, Eric
	Halsell, C.
	Higa, Earl
	Highsmith, Dolan
	Jah, Moriba
	Long, Stacia
	Mottinger, Neil
	You, Tung-Han

	Mars Reconnaissance Orbiter Distributed Real-Time Operations Team - (Carefully) Reaping the Benefits
	Allen, Bryan
	Bezjak, Kelly
	Drain, Tracy

	Mars Reconnaissance Orbiter: Aerobraking Sequencing Operations and Lessons Learned
	Gladden, Roy

	METEOSAT Second Generation: Automated Procedures Execution Algorithms
	Matheson, Lee

	Meteosat Third Generation Mission Feasibility for Orbit and Attitude
	Lagadec, Kristen
	Meixner, Hilda
	Raballand, Franck
	Righetti, Pier Luigi

	Meteosat-5 End of Line Re-Orbiting A Combined Orbit and Spin Rate Maneuvre Strategy
	Klinc, Milan

	MetOp On-Board Software Maintenance Operations Concept
	Baker, Michelle
	O'Connell, Alistair
	Serpell, Edmund
	de la Taille, Lionel

	MetOp-A Attitude and Orbit Control Operations
	Collins, Peter
	Crozat, Christelle
	Perlik, Frank
	Righetti, Pier Luigi
	de la Taille, Lionel

	MetOp-A Launch Early Orbit Phase: Managing a LEOP Service for a Starsem Launch from Baikonur
	Montéro, Dominique
	van Holtz, Richard

	Metop-A Operation Concept
	Perlik, Frank
	Tohami, Hesham
	de la Taille, Lionel

	MetOp-A PLM High Frequency Acquisition Operations
	Collins, Peter
	Miller, James
	Serpell, Edmund
	Theurich, Michael
	de la Taille, Lionel

	Metop-A Satellite in Orbit Verification: The Challenge
	Buemi, Marco
	Caujolle, Jean Michel
	Huertas Martin, Luis

	MetOp-A Spacecraft Operation Validation
	Buemi, Marco
	Diserens, Brian
	de la Taille, Lionel

	Mission Automation Infrastructure Tools at ESOC
	Bargellini, P.
	Di Nisio, Daniele
	Haag, Sylvie
	Loretucci, Alessandro
	Nogueira, Tiago
	Pecchioli, Mauro

	Mission Operations Support for the Constellation Program
	Smith, Ernest
	Webb, Dennis

	Mission Planning and Scheduling for the Lunar Reconnaissance Orbiter
	Beech, Theresa
	Chamoun, Jean-Pierre
	Kim, Jay
	Saylor, Richard

	Mission Planning for the Eumetsat Polar System (EPS)
	Burns, Sean
	Higgins, Hayley
	Reinaldo Falagan, Manuel
	Stuart, Christopher

	Mission Planning of Attitude Manoeuvres for the PLANCK Mission - Coping with Contingencies
	Dreger, Frank
	Gienger, Gottlob
	McDonald, Alastair

	Modelling Gravitational Measurement Instruments and the Associated Drag Free Attitude Control Systems: Breaking the Traditional Borders Between Platfo
	Reggestad, Vemund
	Sarkarati, Mehran
	Spada, Mariella
	Verrier, David

	Modern International Communication Networks for the Earth Observing System (EOS) Missions
	Germain, Andrew

	Modulation and Coding for NASA's New Space Communications Architecture
	Deutsch, Leslie
	Rush, John
	Stocklin, Frank

	Moving Away from Ones and Zeros, Designing a Ground Data System based on Higher Levels of Abstraction
	Tankenson, Michael

	Multi-Satellite Mission Planning for Environmental and Disaster Monitoring Satellite System
	Baocun, Bai
	Renjie, He
	Yingwu, Chen
	Yuejin, Tan

	Multidisciplinary Design Optimization Approach to Conceptual Design of a LEO Earth Observation Microsatellite
	Mortazavi, Mahdi
	Ravanbakhsh, Ali
	Roshanian, Jafar

	NASA Architecture for Solar System Time Synchronization and Dissemination: Concept of Operations
	Felton, Larry
	Pitts, Lee
	VanLandingham, Frank

	NASA Lunar Communication and Navigation Architecture
	Anderson, Lynn
	Ely, Todd
	Flanegan, Mark
	Gal-Edd, Jonathon
	Lee, Charles
	Schier, James
	Shah, Biren
	Vaisnys, Arvydas
	Warner, Joseph

	NASA's Ares I and Ares V Launch Vehicles - Effective Space Operations Through Efficient Ground Operations
	Dumbacher, Daniel
	Lyles, Garry
	Onken, Jay
	Singer, Christopher

	Navigation Ground Data System Engineering for the Cassini/Huygens Mission
	Antreasian, P.
	Beswick, Robert
	Gillam, S.
	Hahn, Y.
	Jones, J.
	Roth, D.

	Navigation System Simulation in Support of Application Development
	Kalden, Osman
	Steindl, Eduard
	Zimmermann, Frank

	Nursing 4 Cluster Spacecraft with Aging Batteries Through Eclipses
	Appel, Pontus
	Foley, Steve
	Fornarelli, David
	Godfrey, James
	Pullig, Colette
	Sangiorgi, Silvia
	Servan, Pierre
	Volpp, Hans-Jürgen

	OASIS, The First XTCE-Compliant Modeling Tool
	Cortiade-Marche, Evelyne
	Faure, Ludovic
	Ferreira, Jerome
	Fournier, Denis
	Larzul, Beatrice

	OCTAVE : A data model-driven Monitoring and Control System in Accordance with Emerging CCSDS Standards such as XTCE and SM&C architecture
	Cortiade, Evelyne
	Cros, Pierre-Alban
	Fournier, Denis
	Poupart, Erwann

	Offline Interoperability, Cost Reduction and Reliability for Operational procedures using meta-modeling technology
	Basnyat, Sandra
	Bazex, Pierre
	Jolly, Guillaume
	Palanque, Philppe
	Percebois, Christian
	Poupart, Erwann
	Rabault, P.
	Sabatier, L.
	Walrawens, A.

	On-Orbit Operations Support from the Canadian Space Agency Flight Control Room
	Caron, Mathieu

	On-Orbit Troubleshooting of National Oceanic and Atmospheric Adminstration's (NOAA) Polar Operational Environmental Satellite (POES) S-Band Transmitte
	Vollmer, John

	Operational Challenges of the ESA/JAXA BepiColombo Mission
	Companys, Vicente
	Ferri, Paolo
	Montagnon, Elsa

	Operational Concept for the NASA Constellation Program's Ares I Crew Launch Vehicle
	Best, Joel
	Chavers, Greg
	Cruzen, Craig
	Richardson, Lea

	Operational Concepts in Galileo Ground Asset Management
	Baguhl, Michael
	Boele, Michael
	Lumb, Richard
	Stöcker, Christian

	Operational Management of Collision Risks for LEO Satellites at CNES
	Laporte, Francois
	Sasot, Eloy

	Operations Planning for the Galileo Constellation
	Franco, Tiago
	Hall, Stewart
	Moreira, Flavio

	Opposite Ends of the Spectrum: Cassini and Mars Exploration Rover Science Operations
	Cheng, Leo
	Lange, Robert
	Spanovich, Nicole
	Vaughan, Alicia

	Optical Communications from Planetary Distances
	Davarian, Faramaz
	Farr, William
	Hemmati, Hamid
	Piazzolla, Sabino

	Optimising Mission Investment Through System Availability Selection
	Babiker, Fathelrahman
	Carpentier, Luc
	Fortin, Michel
	Karim, Ehsanul
	Sauvageau, Marc
	Showalter, Dan

	Orbit Control Operations for the Cassini-Huygens Mission
	Gist, Emily
	Goodson, Troy
	Hahn, Yungsun
	Stumpf, Paul
	Wagner, Sean
	Williams, Powtawche

	Orbit Determination Processes for the Navigation of the Cassini-Huygens Mission
	Antreasian, Peter
	Ardalan, S.
	Criddle, K.
	Ionasescu, R.
	Jacobson, R.
	Jones, Jeremy
	MacKenzie, R.
	Parcher, D.
	Pelletier, F.
	Roth, Duane
	Thompson, P.
	Vaughan, A.

	Parallel Operation of Housekeeping and Mission in ETS-VIII
	Ikeda, Masafumi
	Kawai, Makoto
	Shinohara, Suetsugu
	Usuki, Shigeru

	Payload In-Orbit Testing of Galileo IOV Spacecraft
	Baranski, Andrzej
	Falcone, Marco
	Galli, Claudio
	Guariglia, Emanuele
	Lezy, Christian

	Predicting Venus Express Thermal Power Consumption
	Donati, Alessandro
	Martínez-Heras, José
	Penedones, Hugo
	Sousa, Bruno

	Preparing Cassini Uplink Operations for Extended Mission
	Conner, Diane
	Maxwell, Jennifer
	McCullar, Michelle

	PrestoPlot: Boost Your Offline Telemetry Processing!
	Picart, Gilles
	Sawyer, Eric
	Smith, Martyn

	Principles for Multi-Mission Sequencing Operations, Applications to a Multi-Mission Operations System, and Facilitation of Evolutionary and Revolution
	Bindschadler, Duane
	Bliss, David
	Thomas, Reid

	Proposal for Standardization of Mission Planning Files
	Accomazzo, Andrea
	Teixeira de Sousa, Bruno

	Providing Initial Payload and Science Capabilities in the Columbus Module
	Canales, Martin
	Gerard, Nathalie
	Uhlig, Thomas

	Pseudo-Noise Ranging for Future Transparent and Regenerative Channels
	Boscagli, Giovanni
	Holsters, Peter
	Vassallo, Enrico

	Public-Private Spaceport Development
	Finger, George
	Gulliver, Brian
	Keller, David

	Radiation Environment for Near-Earth Missions Phases: The INTEGRAL and LISA Pathfinder Cases
	Bergogne, Orlane
	Di Marco, Federico
	Harrison, Ian
	Schmidt, Michael
	Schmidt, F.
	Southworth, Richard

	Rapid Turnaround of Costing/Designing of Space Missions Operations
	Basilio, Eleanor
	Kudrle, Paul
	Welz, Greg

	Real-Time Independent Operational Procedures: Designed for Operations Engineers
	Batides, Steve

	Real-Time Object Modeling Executive for Mission Operations
	Mandl, Dan
	Shendock, Robert
	Smithbauer, David
	Stanley, Jason
	Witt, Kenneth

	Recommissioning Hubble After the 2008 Servicing Mission
	Biagetti, Carl

	Reducing the Cost of the Galileo in Orbit Validation Constellation Control Facility Through the Reuse of ESA Products
	Bushnell, David
	Couch, Matthew

	Reduction of the Response Time of Earth Observation Satellite Constellations Using Inter-Satellite Links
	De Florio, Sergio

	Reusability of EUMETSAT Assets for the MTG Ground Segment
	Henke, Michael
	Keppenne, Claude
	Mullet, Bruno
	Reed, Steven
	Rogers, Catherine
	Thompson, Roger

	Rosetta Payload Operations During Mars and Earth Swingbys
	Dhiri, Viney
	Koschny, Detlef
	Laureijs, Rene
	Schwehm, Gerhard
	Vallat, Claire
	Wirth, Kristin
	del Rio, Jorge

	Round Trip Engineering for Legacy Space Data Systems Based on a Model Driven Architecture Approach
	Bianco, A.
	Gomez, Eduardo
	Nanni, Alessandra
	Sarkarati, Mehran
	Tamburri, Damien

	SAMPEX Spin Stabilized Mode
	Markley, F.
	Tsai, Dean
	Watson, Todd

	Satellite Attitude Control System Providing Passive and Semi-Active Safe Hold Mode
	Kim, Yuri
	Lee, James
	Ng, Alfred

	Science Data Management - Comparing Mars Express with Other Missions
	Denis, Michel
	Keil, Norbert
	Porta, Roberto
	Rabenau, Erhard
	Shaw, Martin

	Science Operations Pre-Planning & Optimization Using AI Constraint-Resolution - the APSI Case Study 1
	Cesta, Amedeo
	Cortellessa, Gabriella
	Donati, Alessandro
	Fratini, Simone
	Niezette, Marc
	Oddi, Angelo
	Pecora, Federico
	Policella, Nicola
	Rabenau, Erhard
	Schulster, Jonathan
	Steel, Robin

	SEGORD: Sequential Orbit Determination Tool for Geostationary Satellites Operations
	Águeda Maté, Alberto
	Cuesta Cabanás, Javier
	Martínez Fadrique, Francisco
	Strippoli, Luigi

	SEISOP: Space Environment Information System to Support Satellites Operations
	Baumgartner, Alexander
	Di Marco, Federico
	Donati, Alessandro
	Pantoquillo, Marta
	Ponz, D.

	Sensor Webs for Autonomous Mission Operations
	Ly, Vuong
	Mandl, Dan
	Smithbauer, David
	Stanley, Jason
	Witt, Kenneth

	Simplifying On-Board Control Procedure Development: A Generic Tool Based on ESOC Experience
	Heinen, Wolfgang
	Rudolph, Andreas
	Steiger, Christoph
	Trifin, François

	Simulating Autonomous Telecommunication Networks for Space Exploration
	Jennings, Esther
	Segui, John

	Slewing of a Spinning Satellite by Reaction Wheels
	Byun, Kuk
	Ratan, Santosh

	Smart Card Usage for Columbus Operations
	Pattinson, Jeremy
	Pilgram, Martin

	SMOS L3 and L4 Data Processing, Archiving and Operations
	Bermudo, Francois
	Moreno, Richard

	Space Internetworking with IP and DTN
	Scott, Keith

	Space Operations as a Performance Based Service
	Belingheri, Maurizio
	Chesson, Robert

	Space Transportation System Availability Requirement and Its Influencing Attributes Relationships
	Adams, Timothy
	McCleskey, Carey
	Rhodes, Russel

	Spitzer Space Telescope: An Operational Learning Experience
	Wilson, Robert

	Standardization of Spacecraft and Ground Systems Based on a Spacecraft Functional Model
	Yamada, Takahiro

	Strategies and Techniques for Automation as Implemented in EO-1 Flight Operations
	DeHart, Russell
	Sahin, Baran

	Surviving Power Limited Seasons - Operations Management and Long Term Power Predicts on Mars Express
	Denis, Michel
	Ferretti, Roberto
	Jayaraman, Pattam
	Ormston, Thomas
	Porta, Roberto
	Reboud, Olivier
	Schulster, Jonathan
	Shaw, Martin
	van der Pols, Kees

	System Engineering and problem management in Space Operations
	Mantineo, Alfio
	Scaglioni, Stefano
	Vicari, Emmanuel

	Targeting Mission Assurance for Today's Space Systems
	Buzzatto, John

	TDRSS K-Band Ultra High Data Rate Demonstration
	Blevins, Bruce
	Hartman, Frank
	Morales, Don
	Tasaki, Keiji
	Tran, Leonardi
	Wesdock, John
	Wong, Yen
	Zillig, David

	TerraSAR-X Short Notice Planning
	Braun, Armin
	Geyer, Michael
	Köhler, Andrea
	Lenzen, Christoph
	Maurer, Edith
	Mrowka, Falk
	Wasser, Yi

	Test Planning with EKLOPS
	Damiani, Sylvain
	Dreihahn, Holger
	Niezette, Marc
	Shaw, Ian
	Steel, Robin

	The Application of the Human Engineering Modeling and Performance Laboratory for Evaluation of Space Vehicle Ground Processing Tasks at Kennedy Space
	Woodbury, Sarah

	The ATV "Jules Verne" Supplies the ISS
	Baize, Lionel
	Flagel, Pascale
	Novelli, Alberto
	Vanhove, Martial

	The Benefits of a Parent Standard Operations Procedure (SOP) that defines the dependencies between other SOPs and ensures Product Traceability
	Schackart, Frank

	The Cassini Live Update Process
	Ray, Trina
	Roumeliotis, Chris
	Vandermey, Nancy
	Wallis, Brad

	The Challenges and Opportunities for International Cooperative Radio Science; Experience with Mars Express and Venus Express Missions
	Dehant, Veronque
	Goltz, Gene
	Häusler, Bernd
	Holmes, Dwight
	Kahan, Daniel
	Pätzold, Martin
	Rosenblatt, Pascal
	Simpson, Richard
	Thompson, Thomas
	Tyler, G.
	Valencia, Jose

	The Changing Face of NASA's Ground Network
	Jackson, John
	Schenk, Harry

	The CNES Ground Networks: Lessons Learned and Future Plans
	Palin, Marc
	Soula, Jean-Marc
	de Beaumont, Olivier

	The COROT Mission : A Very Specific Operational Rythm
	Duhazé, Marc

	The Development and testing of a 21 M Earth Station and Radio Telescope at Morehead State University for research and education
	Atwood, W.
	Carnevali, A.
	Carter, J
	Combs, Michael
	Ennis, M.
	Kroll, R
	Kruth, Jeffrey
	Malphrus, Benjamin
	Pannuti, T.

	The ESOC Approach for World Wide File Transfer
	Calzolari, Gian Paolo
	Doat, Yves
	Haddow, Colin
	Vizcaya, Juan

	The EUMETSAT Environment for Precise Orbit Determination
	Andrés, Yago
	Marquardt, Christian
	Sancho, Francisco

	The EUMETSAT Polar System: From Launch Preparation to Entry Into Operations
	Buhler, Yves
	Cohen, Marc
	Ranzoli, Pierre
	Rattenborg, Mikael
	Williams, Mike

	The Evolution of Seqgen - A Spacecraft Sequence Simulator
	O'Reilly, Taifun
	Streiffert, Barbara

	The Evolution of the FUSE Mission Planning System and Operations
	Ake, Thomas
	Berman, Alice
	Blair, William
	Boyer, Robert
	Calvani, Humberto
	Caplinger, James
	Civeit, Thomas
	England, Martin
	Kochte, Mark
	Kruk, Jeffrey
	Roberts, Bryce
	Suchkov, Anatoly

	The GALILEO SCCF Automation and Planning Component
	Croce, Francesco
	Davies, K
	Demonceau, L.
	Loretucci, Alessandro

	The GMES-Sentinels Flight Operations Segment
	Bargellini, Pier
	Emanuelli, Pier
	Marchese, Franco
	Milligan, David

	The Mars Express Integrated Station Scheduling
	Dauvin, Isabelle
	Holmes, Dwight
	Lee, Sophia
	Ormston, Thomas
	Peschke, Sibylle
	Rabenau, Erhard
	Reynolds, John
	Schmitz, Peter
	Torres, Ricardo
	Warren, Duncan

	The Metop-A Satellite: One Year of Routine Operations
	Baker, M.
	Collins, P.
	Dyer, Richard
	Murolo, F.

	The Multi-Mission Satellite Operations at the NSPO Ground Segment
	Lin, Shin-Fa
	Lin, Tim
	Pong, Marty
	Soong, Chia
	Wang, John

	The NASA Ground Network Vision for the Future
	Clason, Roger
	Matalavage, Jill
	Taylor, David

	The Operations Security Concept for Future Earth Observation Missions
	Bargellini, Pier
	Fischer, Daniel
	Merri, Mario

	The PICARD Payload Data Centre
	Dominique, Marie
	Guinle, Thierry
	Irbah, Abdenour
	Marcovici, Jean-Pierre
	Moreau, Didier
	Noël, Christian
	Pradels, Gregory
	Thuillier, Gérard

	The RAXEM Tool on Mars Express - Uplink Planning Optimisation and Scheduling Using AI Constraint Resolution
	Cesta, Amedeo
	Cortellessa, Gabriella
	Denis, Michel
	Donati, Alessandro
	Fratini, Simone
	Oddi, Angelo
	Policella, Nicola
	Rabenau, Erhard
	Schulster, Jonathan

	The Regional Image Receiving Station (RIRS), A TurnKey Solution for Receiving the very high resolution images from the Pleiades Satellites
	Hutin, Christophe
	Riberon, Olivier

	The Small Satellite "KAGAYAKI" (SORUNSAT-1)
	Higuchi, Mariko
	Murata, Yusuke
	Saegusa, Hiroshi
	Tohyama, Fumio
	Tomabechi, Yuzoh
	Watanabe, Kazuki
	Yamamoto, Katsuyoshi

	The TerraSAR-X Ground-Segment: A Successful Story of Space Operations
	Braun, Armin
	Buckreuss, Stefan
	Wickler, Martin

	The TerraSAR-X Mission Operations Segment: From Command Generation to Offline Products
	Hofmann, Harald
	Zimmermann, Steffen

	Thermal Propellant Gauging at EOL, Telstar 11 Implementation
	Aparicio, Andres
	Yendler, Boris

	Three Generations of NASA's Tracking and Data Relay Satellite System
	Chrissotimos, Nicholas
	Gramling, Jeffrey

	TIMED Spacecraft Operations Progression with Automation through Launch to the Second Extended Mission
	Chura, Carolyn
	Hill, Mark

	TOPEX/Poseidon End-of-Life Navigation Operations and Decommissioning Summary
	Ceva, Juan
	Navarro, Aldo
	Paredes, Ephrem
	Salama, Ahmed
	Vincent, Mark

	Total Fuel Management at EOL
	Jew, Ed
	Yendler, Boris

	Towing Options to the Graveyard for the ARABSAT Satellites or Other 3-Axis Satellites
	Kosmas, Charalampos

	Transitioning Spacecraft Radio Frequency Compatibility Testing for Future Applications
	Baros, Joe
	Manley, Robert

	Tropical Rainfall  Measuring Mission (TRMM)Utilizing Goddard Mission Services Evolution Center (GMSEC)
	Busch, James
	Marius, Julio

	Use of a Common Solution for EGSE and Satellite Operations
	Consiglio, Jacques
	Destrez, Bruno
	Wiegmann, Horst

	Use of Virtualisation Techniques for Ground Data Systems
	Bizarro, Pedro
	Feiteirinha, Jose
	Gómez, Eduardo
	Pecchioli, Mauro
	Prieto, Juan

	Using a Multi-misson Automated System for Product Generation
	Avis, Charlie
	Cheng, Cecilia
	Lee, Hyun
	Patel, Rajesh
	Sayfi, Elias
	Zamani, Payam

	Using Design Patterns, Components and Metadata to Design the Command and Monitoring Frameworks of the INPE´s Satellite Control System
	Barreto, Joaquim
	Cardoso, Paulo
	Cardoso, Luciana
	Hoffmann, Leandro

	Using Video Over IP Inter and Intra Mission Control Centers and Beyond
	Lang, Felix
	Tomlinson, Taryn

	V & V of System Procedures in an Operational Environment
	Ahier, Matt
	Hermes, Martin
	Holmes, Andrew
	Marston, Kevin

	Venus Express Monitoring Camera Science Operations
	Almeida, Miguel
	Markiewicz, Wojciech
	Moissl, Richard
	Portyankina, Ganna
	Titov, Dmitri

	Visualisation of EPS Spacecraft / Ground Segment Housekeeping Information for Remote Users via Internet
	Esdar, Torsten
	Grippando, Steven
	Scotta, Maurizio
	Theurich, Michael
	Vicente, Javier

	VML Sequencing: Growing Capabilities Over Multiple Missions
	Grasso, Christopher
	Lock, Patricia

	Voice Communications Using IP - A Critical Mission Tool
	Tomlison, Taryn

	Web Based Tool for Mission Operations Scenarios
	Bindschadler, Duane
	Boyles, Carole

	Web Monitoring of EOS Front-End Ground Operations, Science Downlinks and Level 0 Processing
	Cordier, Guy
	McLemore, Bruce
	Wilkinson, Chris

	Wilkinson Microwave Anisotropy Probe Shadow Avoidance Maneuver Planning and Execution
	Cavaluzzi, Joseph
	Coyle, Steve
	Fink, Dale

	X-Band 15m Antennas Telemetry Margin Improvement to Support Higher Order Modulation Schemes and Increase Data Rate
	Halté, Stéphane
	Sessler, Gunther

	XML Telemetric and Commanding Exchange (XTCE): The User Community is Expanding
	Cortiade, Evelyne
	Faure, Ludovic
	Gal-Edd, Jonathan
	Hofmann, Harald
	Koller, Michael
	Merri, Mario
	Rice, Kevin
	Staub, Michael

	XSearch: A System for Searching and Interrelating NASA Mission Operations Data
	Berrios, Daniel
	Keller, Richard
	Windrem, May
	Wolfe, Shawn

	XTCE and XML Database Evolution and Lessons from JWST, LandSat, and Constellation
	Fatig, Curtis
	Gal-Edd, Jonathan
	Jones, Ronald
	Kreisler, Stephen


	Author Index
	Help
	Print
	Search
	Exit

